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Core concepts in Quantitative research
§ Research Design
§ Statistical Inference
Understanding data & Data analysis.
§ Understanding Variables
§ Choosing the Right Methods
Research & publication
§ Life cycle of publication 
§ Types of research papers
§ Standard structure of a manuscript
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% of Qualitative Research
Published by BMJ
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Quantitative research 
• …is a means for testing objective theories by examining the

relationship among variables (Polit and Hungler 2013).
• …is one in which quantitative data on variables are collected and

analyzed.
• …is able to identify the deep nature of realities, its system of

relations, its dynamic structure.
• …can determine the strength of association or correlation

between variables, the generalization and objectification of the
results through a sample that makes inference to a population.
• … can make causal inferences which explains why things happen

or not in a particular way.
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++ sides of  Qn Research

There is always a better way to do the same thing

Place for creativity

Use of technology
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Research design
… refers to the overall strategy to integrate the different components of
the study in a coherent and logical way to answer the research question.
…constitutes the blueprint for the collection, measurement, and analysis of
data.

Elements:
Purpose statement
Techniques for data collection
Methods for research analysis
Type of research methodology
Probable objections to conducting research
Research study settings
Timeline
Analysis measurement
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Research design
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Experimental

Aim: 
To establish a cause-and-effect relationship 
an independent and dependent variable.

Type: Prospective e.g. individuals are followed 
time and data about them is collected as the 
outcomes change. 

Example:
We want to test the effectiveness of dementia
Patients is randomly divided into three groups: 1)
receiving a high dosage of the drug
(experimental group), 2) receiving a low dosage
(experimental group), 3) receives a placebo
(control group). After administering the drug for
a period of time, if the condition of the
experimental group subjects improved
significantly more than the control group
subjects, we can say that the drug is effective.

Quasi- Experimental

Aim: 
To establish a cause-and-effect relationship
between an independent and dependent variable.
N.B. randomization not possible due to ethical or 
practical reasons.

Example:
We want to test the effectiveness of a new care
model e.g. empathetic model which is
hypothesized to lead to shorter hospital stays
among dementia patients. You choose two
similar groups of physicians/nurses in two
different hospitals one of which implements the
empathetic model while the other does not. By
comparing the length of hospital stays between
the two hospitals we can find out whether the
empathetic model is actually effective in
reducing the length of hospital stay.

Observational

Aim: To demonstrate temporal association/ 
correlation between an independent and 
dependent variable.

Type: retrospective e.g. starts with an
outcome then traces back to investigate
exposures.
Requirements: Cases and controls must
match by e.g. age, sex, recruitment
methods.

Example: We want to assess whether lower
smoking (the exposure) is associated with a
higher risk of lung cancer (the outcome).
Data are collected from hospital patients wo
are smokers, and with and without lung
cancer to compare the associations.



It is a matter of  CONTROL…
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Statistical inference
Statistical inference is the process of making inferences about a
population based on certain statistics calculated from a sample of data
drawn from that population.

1. Point Estimation
Estimates an unknown parameter using a single number e.g. % of diabetic population.

2. Interval Estimation
Estimates an unknown parameter using an interval of values that is likely to contain the true
value of that parameter e.g. % of diabetic population is between 4.2% and 5.7%.

3. Hypothesis Testing
In hypothesis testing, we begin with a claim about the population (we will call the null
hypothesis), and we check whether or not the data obtained from the sample provide evidence
AGAINST this claim.
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Statistical inference
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Population Data

Data collection

Analysis

Sampling

InferencePopulation parameters
e.g. % of diabetics

Two steps:
1) Data collection & 2) estimation
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Generate
data

VisualizeSpecify 
hypothesis  

Calculate 
statistics

Primary 
question/hypothesis:
Empathetic nursing 
can improve health  
outcomes.

Secondary  
question/hypothesis:
If yes, in what 
population group?
e.g. Disease category, 
Immigrants.  

Primary surveys:
Face to 
face/telephone/
online survey.

Electronic health 
records:
e.g. iPatientCare. 

Data cleaning:
e.g. outliers, missing 
values. 

Data analysis:
e.g. descriptive (e.g. 
mean, prevalence), 
inferential (e.g. 
regression) methods. 

Goodness of fit 
statistics, reliability, 
validity, sensitivity, 
specificity.

Pie chart:
To show how much 
each category 
represents as a 
proportion of the 
whole by using a 
circular format.

Bar chart:
To show absolute 
values/proportions 
for each of the 
categories by using 
rectangular bars.



Understanding variables 

• Variables are like currencies in quantitative analysis. Know them well!
• There are a few. Choice of statistical tests is dependent on the type of 

variables.
• Statistical methods are almost always specific to data types. Thus, 

choosing an inappropriate model will not work, or lead to flawed
estimations. 
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Two things to know about variables:

What role they assume in the equation:
e.g . dependent (DV), independent (IV), control, 
confounding, mediating, moderating.

What they look like:
e.g. numeric, categorical, 
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Role a variable may assume in the equation:
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Dependent, independent & control
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Covariate
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Usually unwanted (not of
primary interest, but better to be
added).
Adding a covariate to a model
can increase the accuracy of
the estimations.

E.g. Current grade is actually
not a variable of interest in this
study; nonetheless, it can be
included as a covariate so that
researchers can see if studying
technique affects exam scores
even after accounting for the
student’s current grade in the
class.



Confounding factor
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An independent variable represents the
suppose cause, while the dependent variable
is the supposed effect.

A confounding variable is a third variable that
influences both the independent and
dependent variables. Failing to account for
confounding variables can cause you to
wrongly estimate the relationship between
your independent and dependent variables.

A confounder is a variable that influences both
the dependent variable and independent
variable, causing a spurious association.



Mediating variable

• A mediating variable explains the relation between

the independent and the dependent variable. It

explains how or why there is a relation between two

variables. A mediator can be a potential mechanism

by which an independent variable can produce

changes on a dependent variable. When you fully

account for the effect of the mediator, the relation

between independent and dependent variables may

go away.

E.g. you find a positive association between note-taking

and performance on an exam. This association may be

explained by number of hours studying, which would be

the mediating variable.
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Moderating variable

A moderator is a variable that affects the

strength of the relation between the predictor

and criterion variable. Moderators specify

when or to whom a relation will hold.

Moderating variable are typically an interaction

term in statistical models.

e.g. relationship between stress and

depression may differ in strength at different

levels of social support. In other words, stress

may be more strongly associated with

depression under conditions of low social

support compared to conditions of high social

support.
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Mediation vs moderation

• Examples of how mediating and moderating variables
explain the association between a workload spike and
subsequent injury. A ME variable answers the question
about why or how?

• Top, neuromuscular fatigue is shown as a mediator (ie,
domino) of the effect of workload spikes on injury. In
this example, a spike in workload causes an increase in
neuromuscular fatigue, and an increase in
neuromuscular fatigue leads to an injury. A MO
variable answers the question about who or what?

• Bottom, aerobic fitness acts as a moderator (ie,
dimmer switch) of the relationship between workload
spikes and injury. In this case, a given spike in
workload will elicit a different injury risk dependent on
an individual’s fitness level.
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What they (variables) look like?

•
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Classification of  variables
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Data Analysis: putting the currency at work

Data analysis is defined as a 
process of cleaning, transforming, 
and modeling data to discover
useful information decision-
making.
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The purpose of Data Analysis
is to extract useful
information from data and 
making decision based upon
the data analysis.



Steps in data Analysis

• Data Cleaning
:removing duplicates/outliers.

• Data Analysis
:statistical analysis.

• Data Interpretation
:communicating the findings.

• Data Visualization
:bar charts, scatter plots.
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Types of  Analyses
(with respect to study objectives)
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Descriptive 
Measures of central tendency

Correlational rx,y?
Is there a relationship between X 

and Y?
Measures of relationships

(correlations)
Causal ΔX -> ΔY?

•Does a change in X cause a 
change in Y?



Correlation vs causation
•While causation and correlation can exist at the same time,
correlation does NOT imply causation. Causation explicitly
applies to cases where action A causes outcome B. On the
other hand, correlation is simply a relationship. Action A
relates to Action B—but one event doesn’t necessarily cause
the other event to happen.

• Correlation and causation are often confused because the
human mind likes to find patterns even when they do not
exist. We often fabricate these patterns when two variables
appear to be so closely associated that one is dependent on
the other. That would imply a cause and effect relationship
where the dependent event is the result of an independent
event.
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Correlation vs causation
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Causation explicitly
applies to cases where
action A causes outcome
B. 

On the other hand, 
correlation is simply a 
relationship.



Types of  Analyses

with respect to number of 
variables + study objectives)
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Types of regression methods (1)
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•Sometimes >1 
suitable method.

•Depends of the 
type of DV and IV.



Types of regression methods (2)
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•Sometimes >1 
suitable method.

•Depends of the 
type of DV and IV.



Multiple Regression Analysis (multivariate)
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•

Y = dependent variable (health status)
X1-2 = predictors/ independent variables
Health Status = Age + Smoking



Types of  papers
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•

• Original research (~3500 words(excluding abstract, ref, 
appendix), 5 tables/figures, 30 references)
• Protocol (Typically 3500 words, 5 tables/figures, 30 references)
• Review: mini (~4000), systematic, meta-analysis:(~7000 words, 

80 references)
• Commentary (~1000 words, 10 references)
• Short reports (~1000 words, 10 references)
• Letter to editor (~600 words, 5 references)



Standard structure of  a manuscript
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• ‘AIMRDC’ structure
• Title: Should reflect the:
• Key words + target population + setting + type of research
• HIV and stigmatization among university students in Accra, 

Ghana: a cross-sectional study



Abstract
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Background: What is the problem?

Objectives: What was done?

Methods: Study type (Qualitative/cross-sectional), timeline (from June to July 
2020), sample population (adolescents), number (n=), key variables, statistical
approaches.

Results: key findings

Conclusion: What do the findings refer to? What could be done now?



Introduction
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General description (~150 words): HIV is a global health issue...

Contextualization (~200 words): Treatment seeking for HIV can be
influenced by stigma, especially among elderly/women)

Mechanisms (~250 words): how stigmatization affects treatment-seeking)

Rationale (~100 words): The present study addressed the research gap by…

Potential outcomes (~50 words)



Methods
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Study design: sampling, data collection.

Definition of variables (Clearly identify outcome & explanatory variables, 
define with references)

Statistical approaches: How missing values were treated, what are the main 
analyses, sensitivity tests, model fitness, level of significance.

Ethical clearance: IRB no/not applicable.



Results
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Sample profile

Main course of analyses

Sensitivity analyses

Model fitness



Discussion & conclusion
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Main findings - ~200 words

Contrasting interpretation - ~100

Policy implication ~ 200

Strengths and limitations



Life cycle of  research publication 
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Conceptualization (e.g. identifying the problem/hypothesis)

Study design (e.g. data collection approach)

Carrying out the research (e.g. data analysis, interpretation)

Preparing the manuscript (rationale, style, structure)

Finding the right journal/s (areas of focus)

Manuscript submission

Peer-review



Thanks


